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Abstract: Multilateral time dummy hedonic methods suffernfreevisions: extending
the sample period, adding data and re-estimatiadiéaonic model leads to changes in
previously published index numbers. A rolling yagproach overcomes the revisions
problem. We compare two splicing methods to upeéaisting time series in a rolling
year context: standard splicing and window splicilibe index obtained via window
splicing is split into the index obtained via stardl splicing and a component which
depends upon long-run changes in average chasterand parameter estimates. We
also discuss a similar decomposition for the rdggrbposed time-product dummy or
fixed effects index with a window splice and preasamempirical illustration using New
Zealand scanner data on consumer electronics.
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1. Introduction

The time dummy hedonic approach to constructindityeadjusted price indexes is
well known and discussed at some length in thenateonal CPl manual (ILO et al.,
2004). The manual does not discuss other multdaiadex number methods, such as
the time-product dummy method and the GEKS metbading the last six years or so,
quite a bit of theoretical and empirical researabk heen done on the use of multilateral
methods for CPI purposes, which may be taken intmunt in the next version of the
manual.

From a practical point of view, the biggest disadage of multilateral methods
is perhaps that when the sample period is exteadddiata added, previously estimated
index numbers change. A rolling window approachromes the revisions problem. In
this paper we focus on rolling window time dummythoels and compare two splicing
methods for updating the time series: standard mew splicing and an alternative
method referred to as window splicing. Our ainpisnivestigate, using basic algebra, if
window splicing would be a better choice than mogetrsplicing.

Section 2 addresses the time dummy hedonic methddi@composes the index
obtained with window splicing into two componerntise index obtained with standard
splicing and a component which depends on longshamges in average characteristics
and changes in the estimated parameters. Sectibhsc@sses a similar decomposition
for the time-product dummy or fixed effects methwaith a window splice, proposed by
Krsinich (2014). An empirical illustration using WeZealand scanner data on consumer
electronics is provided in section 4. Section Scbades.

2. Therolling year time dummy hedonic method

The time dummy hedonic method applied to poolea datthree or more periods, is a
multilateral approach that yields transitive quaatijusted price indexes. Transitivity
implies that the index is independent of the chatbase period and can be written in
period-on-period chained form. Thus, by construgtithe index does not suffer from
chain drift. De Haan (2015) advocated the use efrthultilateral time dummy method

to deal with scanner data when sufficient priceedrining characteristics are available
to the statistical agency.



Suppose we have price and characteristics dataipeg to periods =0,...,T .
The estimating equation for the multilateral timerany model is

Inpf =3° +i51Dit +iﬁkzik +&, 1)
t=1 k=1

where p!' is the price of item in periodt, z, is the quantity of thé&-th characteristic
(k=0,...,K) for itemi and g, is the corresponding parameté¥, is the intercept term;
D/ is a dummy variable which has the value 1 if itei® purchased in periodand 0
otherwise, andd' is the time dummy parametes, is an error term with an expected
value of zero. The estimated parameters are derhxyteﬁ), &, and [S’k; the predicted
prices arep? =exp@®)exp>._ £.z,] and ! =exp@®)exp@")exp>.\ fz]. The
time dummy hedonic price inde®% :exp(31) =p'/p°, is quality-adjusted because
changes in the characteristics are controlled for.

The sets of items observed are denotedJ8yandU"' (t=1...,T). Following
Diewert (2004), we assume that equation (1) istegtd by Weighted Least Squares
(WLS) regression where expenditure shasggi 0U°) ands' (iOU') act as weights
to reflect the items’ economic importance. The tidoenmy index going from period O

to periodt can be written as (de Haan, 2010)
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Notice that)" ,s°z, and ) _ sz, are the expenditure-share weighted averages of
the (quantities of the) characteristics in peri@dmdt. Equation (2) shows that the time
dummy index adjusts the ratio of weighted geometvierage prices for changes in the
weighted average characteristics.

A problem with multilateral price indexes such s time dummy index is that
they suffer from revisions. When the sample persoeixtended, data for period+1 is
added and the hedonic model is re-estimated, prsljieestimated indexes will change.
Statistical agencies do not accept such revisianmslling window approactovercomes
the revisions problem. The estimation window idteli forward one period (keeping
the length fixed afl +1 periods), and the model is re-estimated on tha dhperiods

! De Haan and Krsinich (2014a) showed that the timmy hedonic index can also be written as the
ratio of weighted geometric averages of qualitydatid prices.



1...,T +1. Broadly speaking there are two ways of extendtlregexisting time series for
periodsl,...,T to periodT +1: the standard splicing method, which we also refexs a
movement splice, and an alternative method intreduxy Krsinich (2014), referred to
as a window splicé.

To illustrate the two methods, suppose the lenftheestimation window is 13
months. Themovement splicevorks as follows: after moving forward the windone
month and re-estimating the hedonic model, the mexsint estimated month-on-month
movement of the index is spliced on to the existimge series. Thavindow splice
splices the entire newly estimated 13-month sene® the index level pertaining to 12
months ago. For a formal description, we need sadditional notation. In particular,
we use (x) for results from the estimation windawartsng in period x. For example,
P2 (0) is the weighted time dummy index going from per@otb period, estimated on
the data of the sample perid@l...,T . After moving forward the estimation window by
one period, the time dummy index between periodsdt is denoted byP; (1)

The standardgnovement splicextends the existing time series;' (0)...R%"  (0)
by multiplying P>%" (0) by the movementy *(@)/Py (@) That is, the time dummy
index with a movement splice (TDMS) for the ‘nevérppd T +1 and index reference

period O is calculated as

Py (@)
Po (@)

Prows = Pro (0)% =Pg (0xPg' " (@) =Py (0)x Py (0)xP3™ (1), 3)
using the transitivity property of a time dummy éxd The TDMS index is also known
as the rolling year time dummy index (RYTD). Howeguhis name is ambiguous since
window splicing is based on a rolling window apprioas well.

The window splicemethod extends the time series by multiplying (lleeel of
the) time dummy index for period B2  (®y the index going from period 1 to period
T+1, Py ™ (), based on the new estimation window. So the tiomardy index with a
window splice (TDWS) for period +1 with index reference period O is calculated as

Prows = P (0% Prg ™ () = B (0) x Pry @) P ™ @) (4)

2 lvancic, Diewert and Fox (2011) and de Haan armd der Grient (2011) used a rolling year standard
splicing approach to updating GEKS indexes. De Haah Krsinich (2014b) did the same for quality-

adjusted GEKS indexes. Krsinich (2014) noted tletwindow splice approach is a simplified versidn o

a suggestion by Melser (2011) for improving thecipy) of the rolling year GEKS.
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The difference betweeR? "> given by (3) andP2 s given by (4) is the use @Y  (0)
rather thanP;  (Lin the decomposition. That is, the standard sptieasures the price
change across the overlapping periadl,...,T of the two estimation windows based on
the initially estimated model instead of the rareated model. In the words of Krsinich
(2014): “the revised movement for back periodsasincorporated into the longer-term
index movement”.

To understand what the drivers of the differencevben P%"t and R%: % are,
we write the ratio of the two indexes, using expi@s (2), as

Prows _ Pro @ _
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where ,fS’k 0) and /S"k (D) are the parameter estimates from the two estimatioadows
and with A (0) = z::l[?k 0)z, and A (1) = z::l,[;’k @)z, for short. So, if the parameter
estimates from the two estimation windows are @maesfor all the characteristics, the
window splice and the standard splice will prodigamntical results. In practice this will
not be the case, for two reasons. First, theresar@om disturbances. Second, the ‘true’
parameters may have changed. While this conflictls the underlying assumption of
fixed characteristics parameters, it does sug@pastrevising the regression coefficients
is useful, in particular when the parameters exlsifouctural changes.

Using (4) and transitivity ofP%' , the last movement of the TDWS index, i.e.
P2s/PY <, can be decomposed as

PO _ PRIt _ RRO)xPYM) _PE@) _PE Q) P @)

Pows P O Po@xPpy @ Py © Py@® Pp©)

(6)

The first component of (6) is identical to the iRdeovement used in standard splicing;
see equation (3). Because the month-on-month cHamgethe standard splice depends
on a single estimation window, it is relatively gas interpret. In contrast, the month-
on-month change from the window splice dependsmanadjacent estimation windows,



which hampers its interpretation. Furthermore,ams cases the second component of
(6) may add ‘noise’, especially when the weightbdracteristics in periods 1 aficare
very different; see equation (5). In spite of thpseential drawbacks we are in favor of
the window splice because it revises the parambtdrgeen periods 1 and

Finally, it should be mentioned that any splicingthod impairs transitivity, and
chain drift in the linked multilateral index serieannot be completely ruled out. As
long as the estimation window is long enough, gdgast 13 months, this is unlikely to
be a big problem.

3. Thefixed effectsindex and splicing

Hedonic regression methods cannot be used if deaistecs information is unavailable.
The time-product dummy dixed effectanethod replaces the unobservable ‘constant’
hedonic effectsz::lﬂk z, in the time dummy hedonic model (1) by item-sgediked
valuesy; . If there areN different items across the sample peripd.,T , most of which
will typically not be purchased in all time perigde estimating equation for the fixed

effects model becomes
T N-1

In pit=50+251Dit+zyiDi+git’ (7)
t=1 i=1

where D, is a dummy variable that has the value of 1 ifdheervation relates to item
and O otherwise. A dummy for iteM is excluded f,, = 0 to identify the model. The
parameter estimates at®, o' (t=1,...T) andy, (i=1..,.N-1), and we set/, = 0
The predicted prices arp® = exp@°)exp(;) and p' =exp@°)exp@*)exp(:) for all
i. Similar to the time dummy hedonic price index fixed effects index for periadis
calculated aP% =exp@') = pt/ p° .2

As before, (x) indicates results from the estinratidndow that starts in period
x. Using again the items’ expenditure shares aght®iin a WLS regression to estimate
equation (7) on the pooled data of periads0,...,T , the time-product dummy or fixed
effects (FE) index for the last periddcan be written as (de Haan and Hendriks, 2013)

® Following Aizcorbe, Corrado and Doms (2003), Kisiin(2014) also refers to the fixed effects index a
a hedonic index, but this may be confusing. Hedaméthods explicitly use information on charactérsst
whereas the fixed effects method does not use axilfaay information.
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Unlike the hedonic time dummy method, the fixeceef§ method needs at least
two observations across the estimation window foitem to be non-trivially included,;
items with only one observation are ‘zeroed ou#, they do not affect the results. That
IS, indexes estimated on the pooled data set exguttms which are purchased during
a single period only will be equal to the indexsneated on the whole data set. In this
sense, a fixed effects index isr@tched-item indexOne implication is that items which
are purchased in periodbut not in periods),...,T -1 are implicitly omitted. Although
the fixed effects of these new items can be eséichahe results are trivial in that the
predicted (log of) prices lie exactly on the regres surface. Below, we outline what
this means for the two splicing methods discussexiction 2.
Similar to equations (3) and (4) for the time dumineglonic approach, the fixed
effects indexes with a standard movement splice&Eand a window splice (FEWS),

respectively, for period +1 and with reference period O are calculated as

PY™ (@)
Pr ()

P = R O

=P (O)xPL™ @ =P Q) x Py 0)xPL™@®); (10)

Pows = P (0)x P () = P (0)x Py O xPL™(@). (11)

The only difference betweeR%; 2 and Pi.s is the use ofPy (Oyather thanPy (1)
in the above decompositions, similar to what wentbdior the time dummy hedonic
method.

Krsinich (2014) argued that the FEWS method “i®@anf of implicit revision,
incorporating not only the implicit price movementisnew products being introduced,
but also enables the fixed-effects estimates tofdmated as more prices are observed
for each product”. To evaluate the effect of neems on FEMS and FEWS indexes,
suppose first that a new item was introduced inogef +1. This item affects neither
P nor Pl because it is observed only once in the estimatimdow (1), hence
zeroed out, and unobserved in the estimation win@@wSuppose next that a new item
was introduced in the previous periddThis item will typically be purchased in period
T +1 as well; its price change fromto T +1 affects PL'™ (1) in equations (10) and

(11) and therefore impacts on boRf;: and PY.+. In addition, the FEWS method



incorporates the effect of this item into the prmmevement for back periods through
Pz’ (1) whereas the FEMS method does not ‘revise’ thigéoiterm price movement as
PX' (0) is based on the previous estimation window.

To explain Krsinich’s (2014) second point, it wilé useful to write the FEWS
index for periodT +1 as

0T+l _ IDF:LIg- (1) X 0,T+1 (12)

FEWS — % FEMS *

Using equation (9), the ratio &'  (@nd P (D) in (12) can be expressed as

P (1 TP . T -
=exp DS O-701->s [%(1)—14(0)]] (13)
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which is the fixed effects counterpart of the thaxpression of (5). For the item that
was introduced in period, the predicted price in period from the regression ran on
the window (0) equalsh’ (0)= p" = exp@® (0))expd” (0))exgk (0. In other words,
the fixed effect of this item — which belongsd but not toU* — is trivially estimated
by J:(0)=Inp’ —=&°(0)-J" (0). The FEWS method updates the trivial estimate  (0)
by the more realistic estimaje (1} also updates the fixed effects estimates lidhe
other items whereas the FEMS method is based oporéwous fixed effects estimates.

4. Empirical illustration

The choice between standard splicing and windoveisgl is particularly important for
fixed effects indexes. For time dummy hedonic irefewe expect standard splicing to
work reasonably well because here the issue ofdtrestimates’ for new items does not
arise. In this empirical section we therefore foonghe differences between FEMS and
FEWS indexes.

We use the same scanner data set that was useibyjcK (2014) and de Haan
and Krsinich (2014a;b). It contains monthly saletues and quantities, from mid 2008
to mid 2011, for 8 consumer electronics productsktbp computers, laptop computers,
camcorders, digital cameras, DVD players and reaasrdmicrowaves, portable media
players, and televisions. The data was obtained frarket research company GfK and
is close to full coverage of the New Zealand market



Chart 1 shows the rolling year (weighted) FEMS BENVS indexes for desktop
and laptop computers. For desktops, the FEWS isdsexXar below the FEMS index by
the end of the sample period; the difference han becreasing gradually over time.
For laptops, the difference is mall. The resultstfee 6 other products can be found in
Chart Al of the Appendix. For portable media play&EWS sits above FEMS, and so

we cannot say that the FEMS method necessarilyupesd'upward biased’ indexes.

Chart 1: Ralling year fixed effectsindexesfor computers
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Chart 2 compares the FEWS index with the (revigabkghted fixed effects
index that is estimated on the data of the whotepda period, i.e. without splicing. For
desktops, the FEWS index sits below the overakxndbut for laptops the difference is
very small. This seems to be a more general reShhyt A2 in the appendix shows that
the FEWS indexes for the other products are elibaw or similar to the overall fixed
effects indexes.

Chart 2: Fixed effectsand FEW S indexes for computers
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The items in our data set were defined by the coatlan of brand, model and a
large number of product characteristics. If insteachs would have been identified by
barcode, product churn in terms of new and disapmgéems would have been higher.
It is unlikely though that the trends of the FEM®I&EWS indexes would have been
affected much. Importantly, as can be seen fronmrt€Haand Al, the volatility of the
FEWS and FEMS indexes is virtually the same. Tiher® reason to expect that the use
of barcode-level data would have changed this rfigdi

5. Conclusions

Window splicing incorporates the revised movementlfack periods into longer-term
index movements through updating of the regressaefficients; this is true for time
dummy hedonic as well as time-product dummy ordieffects indexes. In this sense,
window splicing is ‘better’ than standard splicing.

We agree with Krsinich (2014) that, in contrastite FEMS method, the FEWS
method incorporates “the implicit price movemenisiew products being introduced”
with a one period lag. Also, we did not find eviderof FEWS producing more volatile
indexes than FEMS. Thus, we would definitely pref@ndow splicing over standard
splicing when using a fixed effects approach tosngag aggregate price change in the
absence of item characteristics.
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Chart Al: Rolling year fixed effectsindexes
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Chart A2: Fixed effects and FEWS indexes
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